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Abstract - Fog computing, which extends the paradigm of
cloud computing to the edge of networking, has been pro-
posed, and its research has been active. In the field of net-
working, research on Content Centric Networks (CCN) has
been conducted. CCN have been shown to be able to handle
cached content naturally within the network, reducing traf-
fic and latency. However, in today’s Internet, dynamic con-
tent with dynamic services is indispensable. A system that
can handle dynamic services is desired by incorporating the
way of handling computational resources in fog computing
into CCN. In this paper, we propose an autonomous control
of server relocation for fog computing systems for server re-
location and allocating resources. In addition, Furthermore,
we perform simulations on show the basic performance of the
proposed system.

Keywords: Contents Centric Network, Fog Computing,
In-Network Caching, Server Relocation

1 Introduction

The number of IoT devices, which is 27.4 billion as of
2017, is expected to increase to about 40 billion by 2020[1].
For these large volumes of data generated by IoT devices,
processing-intensive architectures such as cloud computing
do not take advantage of the processing power of the edge and
the latency from the point of data generation to the remote
data centers cannot be ignored. Therefore, fog computing,
which extends the paradigm of cloud computing to the edge
of the network, has been proposed and actively studied[2].

In the field of networking, research on CCN (Content Cen-
tric Networks) such as NDN (Named Data Networking) has
been carried out instead of the conventional IP address-based
architecture[3]. It has been shown that CCN can naturally
handle cached content in the network by using location- inde-
pendent content as an identifier, which can reduce traffic and
latency.

We proposed an autonomous control of server relocation
for fog computing systems[4]. In addition, we improved the
autonomous control of server relocation to transfer services
on the fog network where the processing capacity is hetero-
geneous, so that the service transfer is commensurate with the
required processing capacity[5].

In this paper, to optimize end-user QoS, we control server
transfers in a fog computing environment to achieve both short-
ening of the average response time and fairness between users.
For this purpose, we set up a use cases to examine the fairness
between users in uniform computer resources.
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2 Related Works

2.1 Fog Computing

In fog computing, the delay time for execution is reduced
by selecting and transporting the points necessary for the ex-
ecution process. For example, in Wireless Sensor and Actu-
ator Networking, simple processing can be performed at in-
termediate nodes, such as fog nodes, before the data collected
by sensor nodes are moved to the cloud, and the intermedi-
ate nodes can reduce the delay time by giving commands to
actuation instead of the cloud. There is another technique
called code-offloading[6]-[9]. Code-offloading is the use of
mobile on resource-constrained mobile devices. This tech-
nology aims to improve the energy efficiency and execution
speed of applications. Specifically, in a mobile application,
we can use the node on fog that has more computational re-
sources to execute the code, rather than running on mobile
devices. With the decision, we can save resources such as
batteries in mobile devices. In fog computing, the optimal al-
location of computational resources is a focus, but there has
been no discussion on the optimal placement of content.

22 CCN

Jacobson et al.[3] proposed a CCN that does not use the
traditional IP addressing architecture and Two types of CCN
messages, Interest and Data, are used in the CCN communi-
cation. This is done by a protocol that is based on the Mes-
sages can be sent and received through the FIB( Forwarding
Information Base), CS( Content Store), PIT (Pending Inter-
est Table) to send the data back to the requester, three main
data structures are used. Using these data structures, CCN
exchange messages between Interest and Data. The result re-
tains the simplicity and scalability of IP but offers much better
security, delivery efficiency, and disruption tolerance. In this
way, CCN put content closer to the user, which allows static
contents to be disseminated. However, to treat the running
system, we need to care the internal state to continue the pro-
cess, it is not possible to handle in the same way to provide
dynamic content and services.

There is research on cache efficiency in CCN and how to
route Interest packets efficiently[ 10]. These studies have been
discussing the treatment of static content and how efficiently
distributed content can be considered as transparent, and there
is no discussion on how dynamic services can be distributed
and deployed on the network.
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2.3 Necessity of Fog computing and CCN
integration

In order to solve the problems we have seen from the re-
search mentioned so far, it would be useful to consider an
architecture that allows us to control the deployment of ser-
vices running in the cloud and dynamically redeploy them as
needed. For example, it may be possible to optimize the point
of execution of services by running them closer to the user.

Since the CCN is based on the idea of replacing the cur-
rent TCP / IP with the CCN, there are several discussions on
static content caching schemes. However, in today’s Inter-
net, which is created by real-world TCP / IP, dynamic content
with dynamic services is essential. For example, there is a
web page that authenticates the user and displays informa-
tion appropriate for the user. We wondered if a static content
caching scheme is not enough to replace the current Internet
with a CCN because of the large amount of these dynamic
contents. In the study of fog computing, there is little dis-
cussion on the issue of how to place data on a fog network.
Therefore, we believe that the problems in the research fields
of fog computing and CCN can be mutually resolved by in-
corporating the way computational resources are handled in
the CCN, as introduced in 2.1, into the CCN.

3 Challenge

We consider optimizing quality of service by allowing ser-
vices running on the network to be dynamically relocated. In
this paper, we focus on response time as seen by the client as
quality of service. We assume that the response time is ex-
pressed as the sum of the network transmission delay and the
processing time at the server. When considering the response
time, we need to optimize the system in two ways: fairness
of the response time among clients and minimization of the
processing time. An example is shown and discussed below.

3.1 Use case that require fairness in delay
times

There is a need for autonomous resource allocation that sat-
isfies the fairness of delay times for participants. For exam-
ple, in an Internet conferencing system, media quality for all
participants may not be maintained if the server is in a sin-
gle location for clients distributed in different locations on
the network with different latency. Therefore, there is a need
for autonomous resource allocation that satisfies the equity of
delay time for participants.

3.2 Assumptions and Requirements for
Autonomous Control of Server Relocation
System

We need a system that aims at fairness in average response
time and shortening of service execution time among users
simultaneously. We define the service response time which is
the sum of the network latency between the client and server
and the processing time of the service.
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In addition, the system should reduce the average response
time on non-uniform computer resources. For machine learn-
ing applications, where the execution time varies greatly de-
pending on the processing performance, the processing time
of the service becomes a bottleneck due to the processing per-
formance. Therefore, by monitoring the processing perfor-
mance of each node and transferring services based on the
predicted service response time, services can be transferred
to nodes with appropriate processing capacity.

In this system, we assume that the client has a fixed posi-
tion in the network because it communicates directly with the
sensor and user. On the other hand, since servers providing
services are arbitrarily located in the fog/cloud, we assume
that it is possible to relocate the server by transferring the
state of service execution to obtain the necessary resources to
execute a process.

4 Proposal for Autonomous Control of Server
Relocation System

In order to optimize QoS for end users, we propose the au-
tonomous control of server relocation for fog computing to
reduce both the average response time and the fairness be-
tween users, as described below. We describe each of the
functions required by the system, and then we describe the
basic functions of the system.

This system collects information about the computing en-
vironment of the surrounding nodes, searches for a candidate
node that can minimize the service response time, and trans-
fers the server to the selected node.

In searching for candidate nodes, it is not realistic to as-
sume global knowledge across different computing environ-
ments such as fog and cloud. As a reasonable scope of search,
we assume a routing topology of CCN interest messages when
the server is regarded as a resource. It collects PCEL (Avail-
able Processing Capacity and Estimated Latency) manage-
ment information for each node on the path where a message
arrives and determines the server transfer based on this infor-
mation.

The following sections describe the main components of
the proposal, the estimation of the service processing time,
the collection of PCEL information on the message arrival
route, and the algorithm for selecting candidate nodes.

Service processing time

C which is the processing power of a node and L which is
the amount of processing of the requested service executed
by the node are represented as a two-dimensional vector to
decompose the processing power of the node into CPUC' and
the purpose-specific unit 7', respectively. The processing ca-
pacity of a fog node is represented by (Cc,Cr), and the
amount of processing required for service execution is defined
as (Lc, Ly). Based on these processing capacity and pro-
cessing volume, the service processing time 7, is defined as
follows.



Figure 1: System Configuration Example(S : Server Node, F'
: Fog Node, C' : Client Node, L4 g : Communication delay
from A to B, Cx : X’s CPU Processing Power, Tx : X'’s
processing of purpose-specific units)
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(otherwise)

However, the CPU can perform the processing required for
the purpose specific unit. The « that express ratio is set to 5
for use in later evaluation.

Collecting PCEL information on the message arrival path.

In order to treat all the nodes on the path from each client
node to the server as candidates for transfer, it is necessary to
collect information on the delays between the links traversed
and the processing capacity of the nodes traversed. These are
called the route PCEL information. In our system, PCEL in-
formation is added to the request message at the node that
passes by the time the request message reaches the server
node, and it is transmitted to the server.

For example, when our system is used as shown in Figure
1, the following parameters are added to the request message
of C 1-

* L¢,,F,, whichis is the communication delay of the link
from C; to fog node F when a request message from
client node C'; goes through each fog node.

* Lp, s, which is communication delay of the link from
server node S to Fj.

e Cf,, which is the CPU processing power of F;

* T, which is the processing power of the purpose-
specific unit of F

This added PCEL information can be acquired by S from
the request message. Similarly, S can obtain information on
the route to and from all clients from the PCEL information
attached to the request messages from C to Cy, which are all
participating client nodes.

Candidate node selection algorithm

The server selects candidate nodes for transfer from the PCEL
information appended to the request message received from
the client By using the algorithm shown in Algorithm 1. Al-
gorithm 1 calculates the average and standard deviation of the
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service response time of the participating clients based on the
information that the server shown in Figure 1 can obtain from
the request message. The value is the sum of the service re-
sponse time multiplied by 1 — R4 and the standard devia-
tion multiplied by R4, based on R4, which specifies how
much importance is placed on the fairness between clients and
users. Then, we find the node whose evaluation value is at a
minimum.

Algorithm 1 Find Candidate Node

Require: L 4;;:List of L on the Path

Require: L, c,):List of L on the Path between F; to C};.

Require: F'4;;:List of F' on the Path

Require: C4;;:Clients connected to the service

Require: L:CPU processing capacity during service exe-
cution

Require: L7 :Purpose specific unit throughput during service
execution

Require: R, 4:Ratio of importance to the standard deviation

Require: Sp, ¢, :Standard deviation of service response
time between F; to C'yy;

Require: «:Coefficient that represents the ratio when the
CPU can handle the amount of processing of the target-
specific unit

Ensure: MinNode is candidate node.

MinCost < oo
for all node in F'4;; do
for all client in Cy;; do
Latencynode,client <~ Z Lnode,client * 2
Latencysum < Latencysum + Latencynode,client
end for
Latencygye

Latencysum
A Cai.length
Caq.length

Latency,q, < m >
Latencynode,c’i)
ServiceRTT < Test(node.Cc,node.Cr, Lo, LT, )+
Latencyaye
Rrrr <1 — Rsa
COST «+ ServiceRTT * Rrrr + Snode,Cay * Rstd
if MinCost > Cost then
MinCost < Cost
MinN ode < node
end if
end for
return MinNode

(Latency ape—

4.1 Functions of the node

The movement of the proposed system is shown in Figure
2. This system is assumed to operate at the session layer of all
participating fog nodes. It is preferable that the change in the
point of service execution is done transparently to the client
and server. In order to implement the collection of PCEL
information and transparent addition to the request message,
it is convenient to work at the session layer in the seven-
layer model. Since management actions such as service trans-
port are operated by resources below the transport layer, they
must be located in the upper layer where they are visible, and
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Application layer Application Layer

Session layer Session layer Session layer

Proposed System Proposed System Proposed System

A

Server Node Relay Node Client Node

Figure 2: Autonomous Control of Server Relocation System

the session layer is lower than the application layer where
clients and servers are running. By relaying communication
between server nodes and client nodes at the application layer,
the server relocation system at the session layer of server
nodes, relay nodes and client nodes share information about
resources available at each node. Based on the collected in-
formation, it realizes the selection of service execution points
and resource allocation.

The proposed system consists of three types of nodes. The
proposed system consists of multiple connections: a cloud
node that has the contents necessary for service execution
and has high processing power, a middle-class fog node that
has medium processing power and can communicate with end
devices with relatively low latency, and a client node that
is an end device such as a smartphone that participates in
the server. Based on the client-server communication model,
cloud nodes and fog nodes play the role of servers, and leaf
nodes play the role of clients. The server monitors the com-
munication status of participating clients and decides whether
it should autonomously play the role of the server or delegate
the role of the server to other fog nodes based on the com-
munication status. The delegated fog node takes over the role
of the server. In this way, we try to optimize the server re-
location of the server’s role. This is an attempt to reduce the
service response time.

There are Each fog node has an in-network resource mon-
itoring function, a candidate selection function and a service
transfer function. In this section, each function is explained.
The autonomous control of server relocation system at each
node operates at the session layer to superimpose manage-
ment information on the communication messages between
the server and the client to realize the resource monitoring
function in the network. At the same time, it constantly mon-
itors changes in the resources in the network, and if a change
is observed, it executes the candidate selection function and,
if it is judged to be necessary, it executes the service transfer
function to the selected node to optimize the server relocation.

4.1.1 Overall Flow to Optimize Server Placement

We summarize the optimization process explained so far. The
client sends a request to the server . The server stores infor-
mation associated with the request by means of an in-network
monitoring function. Using the candidate selection function,
we select candidate nodes from the accumulated information.
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Figure 3: The network topology used in the experiment

After a candidate node is selected, it sends a message to the
candidate node that it will transfer the service. A fog node
that receives a message to transport a service confirms that no
other service is established at its own node and starts collect-
ing data for service execution, while at the same time sending
a message to the node from which the service is being trans-
ported to inform it that the service is being prepared. When a
fog node completes its data collection, it starts the service and
sends a message to the source node telling it that it is ready.
The server node that receives the ready message announces
the new server to its current clients. The client receives infor-
mation about the new server and changes the destination of
the request to the new server. A client that joins from the mid-
dle of the process first sends a request to the original server
node, receives information on the current server, and joins the
service based on that information.

5 Evaluation

We defined three use cases to show three aspects: fairness
between users on uniform computer resources, reduction of
average response time on heterogeneous computer resources,
and fairness and reduction of average response time between
users on heterogeneous computer resources.

5.1 Simulation Environment

For the network topology, we used the topology generated
by BRITE[11], which is a topology generator as shown in Fig-
ure 3. A county of three AS-equivalent nodes was prepared,
with about 20 Fog nodes in each AS, and in each simulation,
one AS was treated as a cloud environment and two AS were
treated as a fog network with clients connected to it. Table 1
shows the parameters used in the simulation. The amount of
content cache space owned by each node is also determined
by the This was done assuming that the system has enough
space to cache all the necessary data.

5.2 Internet Conference

this use case assumes a multi-point Internet conferencing
system to show fairness among users with uniform computer
resources. In the Internet conferencing system, the server
mixes media data received from all connected terminals and



Table 1: Simulation Parameters
Parameters Value
Cache Algorithm LRU
Data Rate 10Mbps
Delay 1ms
Simulation time 100s
Server’s C¢ 100.0
Server’s Cr 100.0
Dedicated Unit’s C¢ | 20.0
Dedicated Unit’s Cr | 50.0
Regular Unit’s C¢ 20.0
Regular Unit’s Cp 0

distributes them as a single stream to all terminals. The goal
is to keep media quality fair in situations where geographi-
cally distributed participants connect to the system. Simulate
the behavior of a server moving to the optimal location for
clients distributed in different locations on the network with
different latency times.

5.2.1 Simulation Scenario

Multiple meetings were defined and the participants of each
meeting were placed in the same AS, and the servers of all the
meetings were placed together in a different AS than the AS in
which the clients were participating. The processing capacity
for conducting the conference and the processing capacity of
each node were assumed to be constant. The results were
compared with the case in which no transfer was performed.

6 Results and discussion

In this use case experiment, we achieved fairness between
users on a uniform computational resource. The experimental
results are shown in Figure 6 and Figure 7. Figure 6 shows the
change in service response time when the proposed system is
not used, and Figure 7 plots the change in service response
time against time when the proposed system is used. The
users of the proposed system are gradually transferred to the
one with less network latency.

At the timing of the start of the simulation, the two con-
ference streams are shown in Figure 4. It is sent from differ-
ent AS to a single AS, and the network traffic is aggregated.
In the network after the transfer, the servers are transferred
within each AS, as shown in Figure 5, and the two conference
avoids the aggregation of meeting traffic.

In Figure 5, the fairness between users depends on which
node on each communication path the server will be trans-
ferred to. It is possible to achieve the fairness required by
each application by adjusting the R4 used in the algorithm 1
for destination determination. Figure 8 shows the trend of the
mean and standard deviation of the service response time for
a single conference among the results of the selecting candi-
date nodes for transfer, where the value of R4 is set to O and
only the mean of the service response time is important. Fig-
ure 9 sets the value of R4 as 0.7 and the node selection with
a weighted standard deviation of 70% of the response time,
showed the average service response time for the same meet-
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) Conference 1 server

] rogregated vinks

Conference 2 server

Figure 4: Network status before the transfer begins.

Figure 5: Network status after transfer

ing as in figure 8. Comparing the two figures, we can con-
firm that the result of figure 9, weighted at 70%, is fairer (i.e.
smaller deviation) than the result of figure 9, which shows
the fairness of the transfer between users. We can confirm
that the fairness of the transfer between users is maintained.
In this way, we achieved fairness among users with uniform
computer resources by performing transfers to shorten the ser-
vice response time and adjusting the parameters to meet the
requirements of the application.

7 Conclusion

Fog computing, which extends the cloud computing paradigm
to the edge of the network, has been proposed and is being ac-
tively researched. In the ficld of networking, there is research
on CCN that use location-independent content as identifiers
instead of the traditional IP address-based architecture. So
far, we have proposed a system that aims at fairness in re-
sponse time and shortening of service execution time between
users, respectively. Therefore, in this study, we proposed the
autonomous control of server relocation for fog computing
systems to optimize QoS for end users, which achieves both
shortening the average response time and fairness between
users. To this end, the system achieves inter-user fairness on
uniform computer resources, reduction of average response
time on non-uniform computer resources, and We tested the
fairness between users by setting up use cases .
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Figure 6: Changes in service response time if the proposed
system was not used.
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Figure 8: Mean and standard deviation of service response
time for conference A when R4 is set to 0%.
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Figure 7: Changes in service response time when using
the proposed system

Change in Standard deviation of Latency and std

— latency
- std

w
g

S

=
5

«

Standard deviation of Latency and Latency (ms)
=

°

0 20 40 60 80 100
elapsed time (s)
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time for conference A when R,  is set to 70%.
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Abstract - CSMA/CA has been known as a representative
media access control method since the dawn of wireless com-
munication. Even now, it is widely used in the world. For
example, it is well known to be adopted by IEEE 802.11,
which is one of the most popular communication standards.
CSMA/CA has long been known to have a problem that sig-
nificantly degrades communication performance, called the
hidden-terminal problem or the exposed-terminal problem.
These problems have been tackled by many researchers over
the years, and there is a huge amount of research. However, a
fundamental solution to these problems has not yet been pro-
posed. For this reason, even now, the communication perfor-
mance is still significantly deteriorating when many terminals
gather. In this paper, we propose a control frame multiplex-
ing technique to detect CTS frame and ACK frame with high
accuracy without demodulation by monitoring the received
signal strength, i.e., RSSI (Received Signal Strength Indica-
tion), even when a node is receiving signals from neighbor-
ing nodes, which would normally be busy. The proposed
technique enables simultaneous data communication, which
solves the problem of exposed terminals and greatly improves
the communication efficiency in CSMA/CA.

Keywords: CSMA/CA, RTS/CTS, RSSI, exposed-terminal
problem.

1 INTRODUCTION

IEEE 802.11, which was standardized in 1997, is one of the
most popular wireless communication standards even today.
In this IEEE 802.11, a medium access control method called
CSMA/CA is adopted. In CSMA/CA, a node detects if other
nodes are transmitting before starting transmission. When no
other node is transmitting, it starts communication after wait-
ing a random backoff time. If a node detects that another node
is transmitting, it waits for a while and after the node finishes
the transmission, it starts its own communication. However,
CSMA/CA has problems called the hidden-terminal problem
and the exposed-terminal problem which significantly dete-
riorates communication performance. The hidden-terminal
problem is a problem in which, when nodes that cannot de-
tect the transmit radio waves of each other simultaneously, a
collision occurs at the receiving node. The exposed-terminal
problem is a problem in which transmission is actually possi-
ble, but transmission is unreasonably suppressed when there
is transmission around there even if it does not prevent the
transmission.

Many researchers have been tackling on these two prob-
lems for many years, and so there is a vast amount of studies.
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However, no essential solution has been proposed yet.

The purpose of this study is to eliminate the exposed ter-
minal problem in wireless communication using CSMA/CA.
We propose a control frame multiplexing technique that can
detect the arrival of CTS and ACK frame with high accuracy
by monitoring RSSI and transmit data even when a node is in
BUSY state under the original CSMA.

This paper consists of five sections. In Section 2 describes
related work. Section 3 describes the method proposed in this
study. Section 4 describes the performance evaluation. Sec-
tion 5 describes a summary of this study.

2 RELATED WORKS

Improvement in CSMA/CA has been undertaken by many
researchers for many years, and so there is a vast amount of
studies. Bharghavan et al. proposed a method called RTS/CTS
to solve the hidden terminal problem that occurs in CSMA
[1]. This method is also adopted in IEEE 802.11 standard.
However, it is known that the performance degradation due
to the exposed terminal problem is significant, and that frame
loss due to radio interference from a distance occurs frequently
especially during high-speed communication, so it does not
work well as a countermeasure for the hidden terminal prob-
lem [2] [3]. As aresult, RTS/CTS is rarely used in practice.

Recently, methods have been proposed to improve commu-
nication efficiency by using techniques in the physical layer.
In wireless communication, a technique called SIC (Self In-
terference Cancellation) has been proposed in which a node
has a two NICs (Network Interface Cards) for transmission
and reception, respectively, and cancels the transmitted signal
at the receiver to perform transmission and reception at the
same time. This technique is known as full-duplex wireless
communication, which has been actively studied [4] [5]. In
addition, there is a technique called NOMA (Non-Orthogonal
Multiple Access). When a node receives a strong signal and a
weak signal at the same time, by demodulating the strong sig-
nal first, and by estimating its original signal to be removed
from the received signal, the node can demodulate the weak
signals [6]. Although these techniques are drawing attention
as ones that significantly improve wireless communication ca-
pacity, only a few techniques for utilizing them in the MAC
layer have been proposed. Therefore, it is doubtful whether
or not it will contribute to solve the hidden terminal problem,
which is an essential problem in CSMA/CA.

J.J.Garcia-Luna-Aceves proposed CRMA as a MAC pro-
tocol using SIC technology [7]. In addition, he proposed to
use busy tone and pilot signals to realize a complete MAC
protocol that does not cause both hidden and exposed termi-
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nal problems in wireless communication [8]-[10]. However,
all of them are analyzed only theoretically, and so the perfor-
mance in an actual wireless environment is unknown.

The purpose of this paper is to realize a MAC protocol that
does not cause both hidden terminal problems and exposed
terminal problems. The proposed method differs from the
conventional method in that CTS and ACK frames can be
received without demodulation. Since they are not demod-
ulated, CTS and ACK frames can be received even if the sig-
nal from another node is being received only if the SN ratio
is larger than about 3 dB. Therefore, it has the potential to
greatly improve the flexibility of the MAC protocol compared
to the conventional method.

3 PROPOSED METHOD

3.1 Overview

In the proposed method, nodes constantly monitor RSSI
(Received Signal Strength Indication) during wireless com-
munication using RTS/CTS. Even if the RSSI level reaches
the threshold to transit to BUSY state or the NAV state, in
the original CSMA if the certain condition is satisfied, if re-
mains in idle state and transmitting RTS/CTS frames to start
DATA transmission is allowed. In addition, after data frames
are sent, CTS or ACK as the response is detected without de-
modulation by observing only the rise of RSSI at the timing
when CTS or ACK is returned. As a result, we can achieve
simultaneous communication of data frames and, solves the
exposed terminal problem, and improves communication per-
formance.

An example of the operation of the proposed method is de-
scribed in Figure 1 and 2. Figure 1 shows the arrangement
of nodes and the communication flow, and Fig. 2 shows a
MAC operation of each node. First, RTS/CTS handshake
is performed between node s; and node ry. After that, s;
starts transmitting DATA frame when CTS reception from
is completed. s that receives RTS and the data frame of s;
does not transit to NAV or BUSY state because RSSI of RTS
and DATA frame is below the predefined threshold. so sends
RTS to node ro after waiting the backoff time. r, returns
CTS after receiving RTS from s;. When CTS is returned
from 7o, sg is detecting DATA frame transmitted by s;. How-
ever, sy detects the rise in RSSI at the timing when CTS will
be returned. As a result, it is confirmed that CTS has been
returned from 7o without demodulation, and sy starts DATA
frame transmission.

When r; finished receiving DATA frame from sy, it returns
an ACK frame. When ACK is returned from rq, s is detect-
ing DATA frame from so, but the rise in RSSI is observed at
the timing when ACK will be returned. As a result, s; con-
firmed that ACK has been returned from r; without demodu-
lation, and s; completes transmission. On the other hand, 7
received DATA frame from s5, returns ACK, and the trans-
mission of so is completed. If DATA frame of ss finishes its
transmission before DATA frame of s;, ACK from 75 inter-
feres with DATA frame of s;. However, s; judges that ACK
has arrived because of the rise of RSSI, and completes the
communication. In this way, the communication of s, is not
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Figure 2: Operation example of each nodes

suppressed by RTS, and the simultaneous communication of
DATA frames from s; and s is possible, where the exposed-
terminal problem is solved.

3.2 RSSI-based CTS and ACK detection

In this paper, even if frames are sensed, nodes do not transit
to BUSY state when a certain condition is met, and the nodes
start RTS/CTS handshake on their back-off expiration. This
aims to eliminate the influence of the exposed-terminal prob-
lem and improve communication throughput. However, if a
node sends a RTS or DATA frame when some other nodes are
transmitting DATA frames, the returned CTS or ACK frames
could collide with the DATA frame, resulting in retransmis-
sion of those frames.

Our approach to prevent this is to confirm the arrivals of
CTS or ACK by observing only RSSI even if CTS or ACK is
not high enough to demodulate it. At this time, the timing at
which CTS or ACK frames will be returned depends on the
fixed-length SIFS and the frame transmission rate, meaning
that the arrival time can be easily expected. Therefore, if the
rise in RSSI is observed at the timing when CTS or ACK is
expected, it will be the reception of CTS or ACK. Even if
demodulating CTS and ACK frames is impossible, the node
can confirm that CTS and ACK frames have arrived.

This is explained in Fig. 3. Node B has data for node C, but
at this moment B is receiving the data frame from neighboring
node A. B holds the average radio signal strength S 4[dBm]
of A. At this time, if the radio signal strength being observed
is less than or equal to S4+7[dBm], where T is a predefined
threshold value, B starts data transmission with RTS. If node
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C receives RTS of node B normally, node C returns CTS after
SIFS interval. However, this time, B cannot decode CTS from
C due to the interference from the data frame from node A.
Therefore, node B compares the RSSI level of the estimated
period for CTS arrival with that around the estimated arrival
period, and if this difference is more than the threshold T, it
judge that CTS has arrived and processes CTS. In addition,
when the data transmitting nodes, i.e., A and B, are close to
each other, RSSI level of DATA frames received by each other
become high, and RSSI level of CTS and ACK becomes rel-
atively small, consequently they would fail confirming CTS
and ACK with high probability. Therefore, if the radio sig-
nal strength observed by B is S4+1" or more, B transits to
BUSY state as in the conventional CSMA/CA, and waits for
A finishing its transmission.

By detecting CTS or ACK using RSSI, communication is
not suppressed by RTS or DATA frames transmitted from
other nodes. As shown above, even under some interference,
RTS/CTS handshake, data transmission and ACK transmis-
sion are possible, and consequently the exposed-terminal prob-
lem is resolved.

3.3 Proposed MAC protocol

Since the proposed method detects CTS and ACK through
RSSI described in Section 3.2, a part of the conditions for
state transition differs between the conventional CSMA/CA
and the proposed method. Figure 4 shows the state transition
diagram of the proposed method.

The difference between CSMA/CA and the proposed pro-
tocol is two folds :(1) the behavior when receiving RTS that
does not destine itself, and (2) the behavior in face of carrier
sensing. (1): In CSMA/CA, when RTS or CTS that does not
destine itself is received in any of BACKOFF, DATA_WAIT,
CTS_WAIT, and ACK_WAIT states, it transits to NAV state.
In contrast, in the proposed method, the transmitting node in
the BACKOFF state continues to stay BACKOFF state when
it receives RTS to the node if the RSSI is below the thresh-
old. If the received RSSI is above the threshold, it transits
to BUSY state, which is the same as the normal CSMA/CA,
because the returned CTS would fail to be detected with high

119

International Workshop on Informatics ( IWIN 2020 )

probability. In carrier sensing, when the RSSI level of the
received signal is above the threshold, it transits to the busy
state.

(2): In CSMA/CA, DATA frame transmission starts only
when CTS is received, and after the transmission ends, the
node enters ACK_WAIT state. However, in the proposed pro-
tocol, when CTS is received in CTS_WAIT state, or when
CTS is detected by RSSI as described in Section 3.2, DATA
frame transmission starts and the node transits to ACK_WAIT
state. If the received RSSI level is above the threshold, it
transits to BUSY state. When CTS is not received, the node
transits to the BACKOFF state. In the proposed protocol,
transition to the BACKOFF state occurs either when ACK is
received in ACK_WAIT state, or when ACK is detected by
RSSI, or when a timeout occurs without receiving ACK.

Next, the common parts between the proposed protocol and
CSMA/CA are described. First, the operation is the same in
BUSY state and NAV state. When in BUSY state, if there
is no radio in the communication channel, nodes transits to
the backoff state. In NAV state, it transits to the backoff state
when NAV period ends. In CSMA/CA and the proposed pro-
tocol, when a CTS for the node is received in the BACKOFF
state, the state transits to NAV state. In the backoff state, the
node waits before transmission until the random backoff time
expires, and when the backoff expires, RTS is sent and transits
CTS_WAIT state.

4 EVALUATION
4.1 Evaluation Method

We compare the performance of the proposed method and
the existing method using the network simulator Scenargie
ver. 2.1. The existing methods to compare are CSMA/CA
(with RTS/CTS) and CSMA (without RTS/CTS). In the ex-
periment, we evaluate whether the communication performance
is improved by solving the exposed terminal problem by the
proposed method compared with the conventional method.
Therefore, we focus on and evaluate the frame delivery rate
and average throughput. The frame delivery rate represents
the rate of the received data frames out of the number of trans-
mitted frames. The average throughput represents the amount
of data sent/received per unit time. The communication speed
of the entire network is measured by this measure.

Figure 5 shows the simulation scenario. We prepare two

Access Points (AP), and one AP communicates with four Clients

(C). The location of each AP and C is set so that both the
hidden-terminal problem and the exposed-terminal problem
occur. The distance between two APs, and the distance be-
tween C and the neighboring AP are both 250[m]. The sim-
ulation time is 120[s], and the communication flow genera-
tion time is 10 to 110[s]. The communication standard used
IEEE802.11g, which is a commonly used wireless commu-
nication method, and the communication speed of all nodes
is 6[Mbps]. The communication flow is CBR(Constant Bit
Rate) and the frame size is 1000[Byte]. Then, the simulation
was performed with variation of transmission rate per flow
from 50 to 900[kbps] with 50[kbps] interval. Table 1 summa-
rizes the conditions common to both the proposed method and
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the existing method. We set the detection threshold for CTS
and ACK to 3 [dB] by t-test. This value is computed from a
simple statistical calculation; we found we can identify CTS
and ACK signal with 99[%] in probability if two randamly
distributed signals have 3[dB] difference in the average sig-
nal strength.

4.2 Results

Figure 6 and 7 show the evaluation results of the simula-
tion. Figure 6 shows the average throughput of the proposed
method and the existing method. Figure 7 shows the average
delivery rate. The horizontal axis represents the transmission
rate of one communication flow from 50 to 900[kbps], and
the vertical axis represents the average throughput [kbps] in
Fig. 6 and the average delivery rate [%] in Fig. 7. In Fig. 6, we
see that the performance of the conventional method and the
proposed method are the same in throughput up to 400 kbps
in the transmission rate. However, over 400 kbps, the pro-
posed method exceeds the existing method and the difference
reaches about 1000 kbps at the transmission rate of 700 kbps.
In Fig. 6, the performance in delivery rate is the same between
the conventional method and the proposed method up to 400

120

Table 1: Common condition

Parameter Value
Threshold 3[dBm]
Simulation time 120[#P]
Number of nodes 10
Distance 250[m]
Flow type CBR
Number of flows 16

Bit rate 50~900[kbps]
Occurrence time 100[s]
Frame size 1000[Byte]
Communication standard | IEEE802.11g
Communication speed 6[Mbps]
Transmission power 10[dBm]

kbps in the transmission rate. Over 400kbps, the proposed
method exceeded the delivery rate at all transmission rates.
This is because the exposed-terminal problem was solved by
detecting CTS/ACK using RSSI, and the communication op-
portunity was not lost by solving the exposed-terminal prob-
lem, and consequently that simultaneous data communication
was performed. Specifically, the DATA frames transmitted
from the AP on the left side reach the AP on the right side,
but the AP on the right side transmits RTS or DATA frame
without suppressing the transmission, so the exposed termi-
nal problem is solved. Also, when CTS/ACK arrives at the
right AP while the data frame of the left AP is arriving, the
arrival of CTS or ACK is detected by RSSI, so the hidden
terminal problem can be solved. From the results of the eval-
uation, it is clear that the proposed method solves both the
hidden-terminal problem and the exposed-terminal problem
to some extent. However, even with low transmission rates,
the delivery rate is about 63[%], so it can be considered that it
has not been completely resolved. From the above, it is clear
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that the proposed method improves the communication per-
formance by eliminating the hidden-terminal problem and the
exposed-terminal problem to some extent, as compared with
the existing methods. In the proposed method, the capacity
of the entire network is increased, and both the throughput
and the delivery rate are improved by collision avoidance and
simultaneous data communication.

S CONCLUSION

In this paper, we proposed a method to solve the exposed
terminal problem in wireless communication using CSMA/CA.
As an evaluation, we compared the proposed method with the
existing method using the network simulator Scenargie ver.
2.1. The evaluation results reveal that the proposed method
improves the performance by simultaneous transmission of

data, eliminating the hidden-terminal problem and the exposed-

terminal problem to some extent. However, since it has not
been completely resolved, we will analyze in detail the hidden-
terminal problem and the exposed-terminal problem that could
not be solved in the future. In addition, it is considered that
the proposed method is open to discussion on the effects of
false detection of CTS/ACK and of the fading effect in a cer-
tain environment. Therefore, we think that it is necessary to
analyze the physical layer behavior by using MATLAB or real
machine implementation. In the future, we will investigate
the reality in a real environment by actual experiments using

121

International Workshop on Informatics ( IWIN 2020 )

software defined radio such as USRP.

Recently, techniques for improving wireless communica-
tion efficiency by a physical layer has been proposed, and a
full-duplex wireless communication technology for simulta-
neously performing transmission and reception has been pro-
posed. we would also try to apply this study to not only the
current half-duplex wireless communication but also the full-
duplex wireless communication.
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